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Abstract

In this paper, I present a novel theory of vagueness. My primary goal
is to show that our naive judgments about vague matters can be vindi-
cated within a single coherent and independently motivated framework.
In doing so I aim to establish that our naive judgments are—in an im-
portant sense—in no need of revision. It is possible to provide a theory
which accommodates them while retaining everything we want.

The theory I defend accepts tolerance principles while nevertheless
preserving the validity of modus ponens and the laws of excluded middle
and non-contradiction. Likewise, it denies bivalence while preserving of
disquotation principles for truth and falsity. The theory departs from
classicality in giving up the transitivity of entailment. Far from being a
cost, however, I argue that this fits our naive judgments.

At least as important as its formal features are the framework’s infor-
mal underpinnings. In motivating it, I draw on an intuitive picture of how
the requirements on vague language-use change over time. I show that,
crucially, on this picture the non-transitivity of entailment falls out of a
familiar way of understanding validity.

1 Introduction

Imagine a series of 50 monochrome cards arranged from darkest to lightest, like
this:

1.

Some of the cards are dark and some of them are not. Which cards are dark,
however, is a vague matter. This vagueness shows itself in a variety of ways.
One of these is in how people talking about the cards are permitted/required
to classify them.!

..50

Some cards are permitted to be classified one way and that way only. Cards
at the extremes of the series, such as #1 and #50, are required to be classified
as dark and required to be classified as not dark, respectively. Not all the

IClassification, in the current sense, is a public act which can be performed in multiple
ways. Someone can classify #n as dark by asserting the sentence "#n is dark™, by answering
affirmatively to the question " Is #n dark?”, by pointing and exclaiming ‘dark!’; etc..



cards are like this, however. Sometimes, the classification of a card is left at an
individual’s discretion.

Take, for example, #25. There are contexts in which #25 is neither required
to be classified as dark nor required to be classified as not dark. Nothing about
the card’s shade alone settles the question of whether it is dark in such contexts.
In fact, we can go further. When dealing with a card in the middle of the series,
not being prohibited from denying it is dark is not the same as being required to
affirm it is not. There are contexts in which #25 is permitted to be classified as
dark and is also permitted to be classified as not dark. The lack of a requirement
to classify either way need not be due to a requirement to classify neither way.

To permit choice like this in some contexts is, I'll take it, just part of what it is
to be vague. However, the choices we face about the use of a vague expression
are not fixed once and for all. How individuals are permitted and/or required
to classify different cases can change over the course of a conversation.

Take some n such that card #n is pretty close to the middle of the series. We
can expect to find a context in which the cards #n—1 through #n+1 could
each be permissibly classified either way. Once we start making choices about
how to classify some cards, however, the way we are permitted to classify the
others quickly becomes more constrained. Here, it is worth distinguishing two
different ways in which the constraints on how #n is to be classified can change:

(i)  Suppose that we classify #n+1 as dark. Then we will be required to
classify #n as dark too. Despite the classification of the cards originally
being at the speaker’s discretion, classifying #n + 1 as dark (or #n—1
as not dark) produces a requirement to classify #n the same way.

(ii) Suppose that we classify #n—1 as dark. Then we will not be permitted to
classify #n as not dark. Despite the classification of the cards originally
being at the speaker’s discretion, classifying #n—1 as dark (or #n+1 as
not dark) produces a requirement not to classify #n differently.

Nothing particularly mysterious is going on here. In both types of case, the
changes in requirements on how #n is classified are the product of two factors:
first, permissibly classifying a card as dark (not dark) changes the context, so
that that card is settled to be dark (not dark) in the context that results. Second,
how a card is permitted/required to be classified in a context is determined (at
least in part) by which cards have are settled as dark (and as not dark).

Sometimes, as in the first case, this is attributable to penumbral connections
between cases (Fine (1975)). In a context in which it is settled that a card is
dark (not dark), any card at least as dark (light) is required to be classified as
being dark (not dark), too. But this is not the only way that our permissions
and requirements can be constrained. In the second case, the change in how
#n is permitted to be classified is attributable to the tolerance of the vague
expression (Wright (1975)). In a context in which it is settled that some card
is dark (not dark), any card only marginally darker (lighter) is prohibited from



being classified as being not dark (being dark).

There is an important asymmetry between the two types of change. Although,
after classifying #n—1 as dark, #n is not permitted to be classified as not dark,
plausibly, it is not required to be classified as dark either. Refusing to classify
it either way remains permissible. Put another way, classifying a card as dark
(not dark) merely restricts the range of classifications permitted for marginally
darker (lighter) cards in the series, it does not expand the range of classifications
required for them.

We can think about a conversation’s context on the model of a scoreboard
(Lewis (1979)). Licit assertions (moves) in the conversation (game) determine
the state of the context (scoreboard). Correspondingly, at any given stage of
the conversation (game), the context (scoreboard) determines what assertions
(moves) are licit. In what follows, I'll argue that accounting for the interac-
tion between moves and scoreboard is essential to resolving traditional puzzles
associated with vagueness.

These ideas are not novel. That vagueness permits choice has been widely
observed (see, e.g., Wright (1987, 1995); Tappenden (1993); Raffman (1994,
1996, 2014); Sainsbury (1996); Soames (1998); Shapiro (2006); Gaifman (2010);
MacFarlane (2016)). And so has the fact that what choices are permitted varies
according to what is said (see, e.g. Kamp (1981); Pinkal (1983); Ballweg (1983);
Eikmeyer & Rieser (1983); Raffman (1994, 1996); Soames (1998); Kyburg &
Morreau (2000); Barker (2002, 2003); Shapiro (2006); Gaifman (2010); Ludlow
(2014); MacFarlane (2016)). The limited aim of the present paper is to show
how these ideas can be combined to explain our naive picture of vagueness.

It is sometimes claimed that our naive picture of vagueness is incoherent—that,
taken together, the judgments which comprise it cannot be jointly satisfied
(Dummett (1975); Eklund (2002, 2005, 2019)). The theory below, if successful,
demonstrates that this charge is mistaken. Our pre-theoretic judgments about
vague matters can all be accommodated within a single framework.

Here’s the plan. §3 introduces a new approach to theorizing about vagueness,
one which incorporates, in a more formal setting, the informal ideas in this
section. On this approach, entailment is treated in a familiar fashion. An
argument is valid just in case no-one who accepts the the premises could go on
to permissibly reject the conclusion. As we’ve just seen, however, a vague claim
may be incapable of being rejected despite not yet being accepted. As a result,
our entailment relation will be non-transitive—concatenating arguments is not
guaranteed to preserve validity. §§4-6 show how the resulting framework deals
with many of the traditional problems of vagueness and discuss its relationship
to existing theories (in particular, dynamic ones, such as Kamp (1981), and non-
transitive ones, such as Zardini (2008); Cobreros et al. (2012)). Before starting
on the positive proposal, however, we need to see what the traditional problems
are that it aims to solve.



2 The Problems of Vagueness

Puzzles to do with vagueness come in two broad kinds: (i) those associated with
the (apparent) tolerance of vague expressions and (ii) those associated with the
(apparent) indeterminacy of vague expressions. In this section, we’ll look at
each in turn.

In order to frame these puzzles, we need a language which is sufficiently expres-
sive. Within this constraint we will be austere, limiting our language to a single
unary predicate (F'), a single binary predicate (~) and finitely many variables
(21, ..., Tp, for some n).

Definition (Language).

Lo is the smallest set containing {T, L}, {F(2;)|0 < i < n}, and {z; ~
a:j\O < 4,7 < n} which is closed under the boolean connectives of nega-
tion (=) and conjunction (A). Lj is the smallest set containing Ly which
is closed under the boolean connectives, a conditional connective (—) and
universal quantification (V). Ly is the smallest set containing L; which is
closed under boolean connectives, the conditional, universal quantification
and truth/falsity operators (T, F).

Under our intended interpretation, x; ~ x; says that x; and z; differ marginally
along the dimension(s) relevant for F. T(¢) and F(¢) say that ¢ is true/false,
respectively. We define disjunction (V), material implication (D) and existential
quantification (3) in the usual way. We define ¢ > ¢ as the conjunction of
¢ — ¥ and ¥ — ¢. We'll assume that the conditional is at least as strong as
the material conditional. We won’t, however, assume it is to be identified with
it (though (for now) we won’t rule it out, either).

2.1 Tolerance

Vague expressions often display tolerant behavior. One way this shows up is
in the pattern of requirements on what claims can be accepted together. As
we observed, an individual is prohibited from classifying card #n as dark and
classifying its marginally lighter successor, #n + 1, as not dark.

Corresponding to this prohibition, however, is also an apparent requirement
to accept certain conditional claims. At least naively, it seems we should ac-
cept that for any n, if #n is dark, then #n+1 is dark, too. Call this, simply,
Tolerance.

Tolerance Vz,Vr,;((F(x;) Nz ~ ;) = F(z;))

Despite its appeal, Tolerance is generally taken to be untenable. That’s be-
cause it is classically in tension with the conditions characterizing a sorites
series. We’ll take a sorites series to be a situation in which the following pair of
conditions hold:



Limits i3z (F () A —F(xj))
Continuity Va1Ve,3xs...3z,—1(x1 ~ T2 Ao Ay ~ Zp)

Limits says that F' has a positive case and a negative case. Continuity says
that for any pair of objects in the domain we can find a sequence of objects
starting with the first and ending with the second in which each object is a
marginal variant of its successor.?

Fact 1. Tolerance, Limits and Continuity are classically inconsistent.

It is important to distinguish Tolerance (the schema), and tolerance (the prop-
erty of vague languages which makes instances of that schema appear valid).
Tolerance is only one of the ways tolerance manifests. Closely related and
seemingly emerging from the same basic aspect of vagueness is the feeling that
vague expressions can’t give rise to sharp cutoffs (Campbell (1974); Sanford
(1975, 1976); Wright (1987); Sainsbury (1989, 1996)). At least naively, it seems
we should deny that there is any #n such that #n is dark and #n + 1 is not.
Call this Sharp Cutoffs:

Sharp Cutoffs Jz;3x;(F(z;) A ~F(z;) Ax; ~ x;)

Despite its lack of appeal, Sharp Cutoffs is often taken to be unavoidable.
That’s because it is a classical consequence of the conditions characterizing a
sorites series.

Fact 2. Limits and Continuity classically imply Sharp Cutoffs.

In the setting of the sorites series, adherence to classicality commits us to ac-
cepting a sharp boundary between the cards which are dark and the cards which
are not dark.

2.2 Indeterminacy

Vague expressions often also display indeterminacy.® One way this shows up
is in the apparent absence of truth and falsity. That is, it is part of the naive
picture that vagueness gives rise to failures of Bivalence:

Bivalence T(¢)V F(¢)

That Bivalence should be denied has been widely entertained (see, e.g., Fine
(1975); Sanford (1975); Tye (1989, 1994); Tappenden (1993); Keefe (2000); Shapiro

2More carefully, Limits and Tolerance are schemata whereas Continuity is (an abbre-
viation for) a sentence of Lj. Playing loose in order to play fast, I will talk of logical relations
holding between sentences and schemata where what is meant, strictly, is that they hold
between the sentences and every combination of instances of the schemata.

3For dedicated informal discussion of indeterminacy and truthvaluelessness, see, e.g., Rus-
sell (1923); Mehlberg (1958); Fine (1975); Tye (1990); Williamson (1992, 1994); Horwich
(1998b,a); Field (2001); Schiffer (2003); Keefe (2000); Weatherson (2010).



(2006)).* And, again at least naively, it seems very natural to resist attributing
either truth or falsity to vague claims. For it to be vague whether #n is dark
appears, in part, for it to be neither true nor false that it is (and neither true
nor false that it isn’t).

Whether this is viable, however, is less clear. Consider the following pair of
principles:

Transparency o+ T(¢)
Polarity —¢ < F(9)

Transparency says that any claim is equivalent to the claim that it is true.
Polarity says that the negation of any claim is equivalent to the claim that it
is false. Together, these principles form the core of a standard, disquotational
picture of truth and falsity.> And yet, at least in a classical setting, they rule
out the possibility of rejecting Bivalence (Williamson (1992, 1994); Horwich
(1998a)).

Fact 3. Transparency and Polarity classically imply Bivalence.

As long as we remain committed to the disquotational picture, classical logic
commits us to accepting that, for every card, it is either true that it is dark or
it is false.

2.3 Summary

Our naive picture of vagueness takes vague expressions to be tolerant and inde-
terminate. Our naive picture is in tension with classical logic, however.

One response would be to deny the relevant parts of the naive picture (while
explaining why they were naively appealing in the first place). In this way,
Facts 1 and 2 are often treated as reasons to deny Tolerance and accept
Sharp Cutoffs. Different theorists offer different explanations of why the naive
picture appeals to us. Some propose that no instance of the former is false (or
known to be false) and no instance of the latter true (or known to be true)
(Fine (1975); Williamson (1997); Keefe (2000); Williams (2008). Some propose
that knowing the antecedent of an instance of the former guarantees the truth
of the consequent and knowing one conjunct of the latter precludes the truth
of the other (Williamson (1994, §8.4)). And others propose that the cutoff
(though sharp) moves according to what we pay attention to, so that it never
lies just where we are looking (Raffman (1994, 1996); Fara (2000); Kennedy

4Cf. Wright (2001, 2003), who takes the weaker view that Bivalence should not be
endorsed. For empirical investigations into judgments about Bivalence, see Ripley (2011a);
Serchuk et al. (2011); Alxatib & Pelletier (2011), cf. Bonini et al. (1999).

5This is, importantly, not the same as a disquotational theory of truth. I take it that many
theorists who would reject a disquotational theory would nevertheless accept both Trans-
parency and Polarity. For discussion of disquotation in relation to vagueness, see, e.g.,
Peacocke (1981); Field (1994); Williamson (1994); Horwich (1998a,b, 2000)



(2010)). Equally, Fact 3 is often treated as a reason to accept Bivalence, even
for vague claims. Apparent failures are attributed to our alleged tendency to
conflate truth and falsity with determinate (or known) truth and determinate
(or known) falsity (Williamson (1994, 1997); McGee & McLaughlin (1995)).

The alternative response is to deny some part(s) of classical logic. Various tar-

gets have been suggested. Some propose giving up modus ponens (Jaskowski

(1969); Machina (1976); Hyde (1997)). Others propose denying non-contradiction,
excluded middle or both (Machina (1972, 1976); Tye (1989, 1994); Burgess

(1990); Burgess & Humberstone (1987)). Some have even suggested that there

may be no logic of vague languages (Wright (1975)) or that vague expressions

are incoherent (Dummett (1975)).

Neither response is completely satisfactory. Regarding the latter, if the logic
of vague language is non-classical, it is crucial that its deviations from classical
logic are motivated. Nothing in our naive understanding of vagueness suggests
that modus ponens, non-contradiction or excluded middle should fail in cases
of vagueness, however. From the claims that #n is dark and that if #n is, then
#n+1 is too, the inference that #n+1 is dark is impeccable. Equally, we have
no inclination, for any n, to reject that #n is either dark or it isn’t or to accept
that it is both dark and isn’t.

Regarding the former, part of the job of a theory of vagueness is to account
for our naive judgements. All things equal, we would prefer a theory which
preserved the naive picture to one which dismisses it (cf. Zardini (2008)). Tol-
erance and indeterminacy are (the) central phenomena of vagueness. A theory
which rejects them is liable to leave us at least somewhat disappointed. Of
course, such a theory may be defensible if no alternative is available (or if no
available alternative is tenable). However, its defense will depend on pessimism
about the prospects of finding such an alternative. As mentioned above, my
main goal in this paper is to show that this pessimism is unwarranted. We can
develop a consistent theory which vindicates the naive picture, while deviating
from classical logic only in ways which are independently motivated.

3 A Model of Vagueness

Our theory combines two core ideas, both introduced in §1:
(i) judgments about validity reflect facts about what moves speakers are per-
mitted /required to make;
(ii) facts about what moves speakers are permitted/required to make change

in response to permissible moves made by speakers.

In representing the two-way relationship between contexts and utterances, we
will take sentences’ semantic content to determine acceptance and rejection



conditions. Each sentence will be associated with a pair of sets of contexts:
the contexts at which it is accepted and the contexts at which it is rejected.
These correspond, intuitively, to the contexts at which endorsing the sentence is
required and the contexts at which it is impermissible, respectively. To reflect
changes in what is required we also need to encode dynamic facts about the
way conversations develop over time. We’ll do this by equipping our model with
an update operation. Updating a context with a sentence returns the minimal
change to the former required to ensure that the latter is accepted (cf. Kamp
(1981)).

We'll understand entailment in a standard way. An argument is valid (in the
sense we're interested in) just in case no-one who accepts the premises could
reject the conclusion. As indicated above, it is important to distinguish this from
the property an argument has just in case anyone who accepts the premises must
accept the conclusion. There are some contexts in which a sentence cannot be
denied, even though it is not required to be endorsed.

3.1 Contexts

A model comprises a domain of objects, D, a relation of marginal variance, =z,
and an interpretation function, [-]. D is an finite linearly ordered set. Intuitively,
the ordering, >, over the set corresponds to a sorites series whose greatest
member is a clear positive case and whose least member is a clear negative case.

~ is a reflexive, symmetric (but potentially non-transitive) relation over D,
subject to two constraints. First, if d =~ d’ and d > d”’ > d’, then d =~ d”
and d” = d’. Second, any pair of objects in the domain are related by the
transitive closure of ~. Intuitively, &~ can be thought of as the relation which
holds between d and any objects sufficiently ‘near’ to d in the sorites series
encoded by the ordering.

A context, ¢, is a pair (¢*, ¢™) of subsets of D. Contexts represent possible states
of a conversation. Classifying an object is a public act, aimed at changing the
conversation’s state. Where successful, it settles the object classified either as
a positive case or as a negative case. Contexts track how objects are settled.
Among these we identify some contexts as admissible. Each admissible context
represents a state that a non-defective conversation could be in.

A context is admissible iff it satsifies the following three conditions:®
Boundaries ¢t £ @ and ¢ £ 0.
Convexity Ifdect and d > d, then d’ € cT; and

Ifdec andd>d, thend €c.

60ur admissible contexts are structurally equivalent to (partial) precisifications in super-
valuational models (Fine (1975); cf., in particular, Shapiro (2006)). More loosely, they can
be thought of as analogous to what Restall (2005) and Ripley (2013a) refer to as states or
positions, respectively (although restricted to atomic sentences).



Coherence Ifdectandd € ¢, thend#d'.

Boundaries says that every admissible context must settle some object as a
positive case and some object as a negative case. Convexity says that if an
admissible context settles an object as a positive (negative) case, then it must
settle every object higher (lower) in the order as a positive (negative) case,
too. Together, they ensure that every admissible context corresponds to an
initial segment and final segment of the ordering encoding the sorites series.
Coherence says that no admissible context may settle two marginal variants
as positive and negative cases, respectively. It is an immediate consequence
that every admissible object must leave some object unsettled (neither a settled
positive case nor a settled negative case).” In what follows, ¢, ¢, ... will range
over admissible contexts only, unless explicitly noted otherwise. Likewise, we
will restrict our use of ‘context’ to refer only to admissible contexts.

We say that ¢’ is an extension of ¢ when ¢ settles every object settled by ¢
the same way (and potentially goes on to settle some objects which ¢ leaves
unsettled). Intuitively, we can think of the extensions of a context as permissible
ways that a conversation in the state of ¢ could develop via the classification of
additional cases.

Definition (Extension). c=<xc iff¢cm C /T and ¢™ C ™.

Given our relation of extension, we can introduce an operation of minimal
change. Where C is a set of contexts:

Definition (Update). ¢+ C = Min{c € Cle < '}.

That is, ¢ + C is the set of minimal admissible extensions of ¢ in C. Intuitively,
we can think of update with C as a process whereby we obtain one or more
admissible members of C by settling cases left previously unsettled, with the
restriction that no unsettled cases are settled unnecessarily. Derivatively, we let
C+C' =U{c+CceC}.

As we will see, Coherence will play an important role in our framework. It
encodes the idea that there is something defective about a conversation in which
a sharp boundary is imposed between marginal variants. A number of au-
thors have proposed that contexts are subject to a constraint of this form (see
e.g., Kamp (1981); Tappenden (1993); Soames (1998); Shapiro (2006); Gaifman
(2010); Ripley (2013a)). What it is attributable to, however, remains a point of
dispute.

One alternative is that it arises from the semantics of vague expressions. It is a
brute fact about the meaning of tolerant predicates, according to this proposal,

7We can see the coherence constraint as a rejection of what Fine (1975) calls completeability
(for precisifications) and what Restall (2005) calls extensibility (for states): the claim that for
any admissible context and sentence ¢, it must be possible to extend it into an admissible
context at which ¢ is accepted or ¢ is rejected.



that they cannot have marginally differing positive and negative cases. The
requirement that contexts be coherent would then be simply an instance of the
requirement that contexts not disregard the meanings of our expressions. To
attempt to reach a context which violated this constraint would be to misuse
language. Some version of this option appears to be endorsed by Dummett
(1975) and Wright (1975).

A second alternative is that it arises, not from the semantics of vague expres-
sions, but from the pragmatics of their use (Shapiro (2006); MacFarlane (2016)).
It would be uncooperative, according to this proposal, for speakers to (attempt
to) draw sharp boundaries between positive and negative cases of tolerant pred-
icates. Proponents of this idea sometimes suggest that cooperativity requires
speakers to leave (some) flexibility in the classification of further cases (Tap-
penden (1993, 1995); MacFarlane (2016)).Others suggest that, at least when it
comes to tolerant predicates, it is not in our practical interest to settle marginally
different objects differently (Fara (2000); Kennedy (2010)).

The main objection raised against the semantic approach (and in favor of its
pragmatic alternative) is that it builds inconsistency into the semantics of toler-
ant predicates. In a classical setting, incorporating a prohibition on marginally
differing positive and negative cases into the content of vague predicates allows
us to derive a contradiction from their meaning alone. As we will see, however,
this is not the case in the framework below. Accordingly, a semantic explana-
tion of the coherence constraint is available to us, if we want it. With that said,
nothing in my positive proposal will turn on which alternative is adopted.

3.2 Basic Semantics

Our semantics associates each sentence with acceptance conditions and rejection
conditions. A bilateral interpretation, [-]4, maps each ¢ to a pair of sets of
admissible contexts, ([¢], [¢];). Intuitively, ¢ is a member of [¢]F ([¢],) iff
¢ is accepted (rejected) at ¢ and g. Let [T]} = [L], be the set of admissible
contexts, and let [ L]} = [T]; be @. We start by fixing the interpretation of
the other atoms and the boolean connectives.

Definition (Basic Semantics).

i ce[F(z)]f iff g(x)ech
ce[F(x)l, if g(xi)ec

i ce€fai~a]f  iff gx) = g(ey)

c€lai~a]y iff glas)# gla;)

iii. ce[-¢ly if celgl,
cel-¢ly, of celgly

10



iv. celonylf iff celolf nvlf
celonyly iff celoly UVl

F(z;) is accepted (rejected) at ¢ and g iff g(x;) is settled as a positive (negative)
case at ¢. The acceptance and rejection conditions of F'(x;) need not be exhaus-
tive: where g(z;) ¢ ¢ Uc™, F(z;) is neither accepted nor rejected at ¢ and g.
x; ~ x; is accepted (rejected) at ¢ and g iff g(z;) and g(x;) are (not) marginal
variants. Since the relation of marginal variance is fixed by the model, z; ~ z;
is context insensitive. At an assignment, it is either accepted at every context
or else rejected at every context.

—¢ is accepted (rejected) at ¢ and g iff ¢ is rejected (accepted) there. That is,
we define negation in terms of rejection (and not wvice versa). In this respect
the framework follows other bilateralist approaches (Price (1990); Smiley (1996);
Rumfitt (2000); Restall (2005); Cobreros et al. (2012), for overviews, see Ripley
(2011b, 2020)). The core idea is that acceptance and rejection are to be treated
symmetrically. Neither is prior to the other—each sentence is associated directly
with conditions for both. Negation simply toggles between them.

@ N is accepted (rejected) at ¢ and g iff ¢ and (or) ¢ are accepted (is rejected)
there. The acceptance conditions of a conjunction are the intersection of the
acceptance conditions of its conjuncts; the rejection conditions are the union
of their rejection conditions. Recall that we defined V in terms of A and —
in the usual way. So the acceptance conditions of a disjunction are union of
the acceptance conditions of its disjuncts and its rejection conditions are the
intersection of their rejection conditions.

As we saw in §1, it is important to distinguish between a sentence (i) being
accepted and (ii) being incapable of being rejected. We’ll say a context supports
¢ at g iff there is no extension of the context at which ¢ is rejected (relative to

9)

Definition (Support). ¢ I? ¢ iff for all ¢’ if ¢ < ¢/, then ¢’ ¢ [¢] .

Derivatively, where C is a set of contexts, we’ll say that C I? ¢ iff every member
of C supports ¢ at g. Where A is a set of sentences, we’ll say C I? A iff for all

c € C, there is some ¢; € A such that ¢ I? ¢;. Sometimes, where no confusion
is liable to arise, I will elide reference to an assignment when glossing support,
acceptance and rejection.

To see the difference between acceptance and support in our framework, consider
an atom, F'(z;). ¢’ extends c iff ¢ is a permissible way for a conversation in state
¢ to develop. At a context at which F(z;) is accepted, every permissible way
the conversation could develop is one in which F(z;) is accepted. At a context
at which F'(z;) is supported, there is no permissible way for the conversation to
develop in which F'(x;) is rejected. Crucially a sentence may be supported at a

11



Figure 1: A five-object model.

context despite not being accepted.

Consider a model such that (i) d; < d; iff i < j and (ii) d; = d; iff [i—j|] < 1. Let
C(n,k) be the context which settles d; as a positive case iff 1 < n and as a negative

case iff ¢ > k. For example, Figure 1 depicts such a model with five objects.

Let g* be the privileged assignment for which g*(x;) = d; (for 1 <14 <5). It is
easy to see that, in the model depicted, d3 is not settled as a positive case in
c(2,5)- Yet, given Coherence, there is also no admissible extension of c(5 5) at
which d3 is settled as a negative case. Accordingly, F'(z3) is supported at ¢z 5)
and ¢g* despite not being accepted there.

Finally, we define the conditional in terms of update and support.
Definition (Conditional).

ce oyl iff e+ [6] = v
ce o — vl iff c+ o] F v

¢ — 1 is accepted (rejected) at ¢ and g iff the contexts obtained by updating ¢
with ¢ support (don’t support) . Our conditional implements a version of the
same idea behind the dynamic strict conditional (Kamp (1981); Dekker (1993);
Gillies (2004)). To check whether a conditional is accepted, we first make the
minimal modification necessary to accept its antecedent and then check the
status of the consequent at the result.

A context supports ¢ — 1 (at g) iff it supports ¢ D ¢ (at g).® However, the
acceptance conditions for the two differ: the material conditional is accepted iff
either the consequent is accepted or the antecedent is rejected. Yet a conditional

80r, more carefully, where ¢,% € Li. Proof sketch: Observe that c bg& ¢ — 1 iff there
is some ¢ and ¢’ such that ¢ < ¢/, ¢/ + [8]4 < ¢’ and ¢’ € [¢];. The latter condition
holds iff there is some ¢/ such that ¢ < ¢ and ¢/ € [¢]§ N [¢]; (NB: this step depends on

¢ being persistent (see page 20), hence the restriction to L1). But this holds iff ¢ % ¢ D Y.

Contraposition completes the proof.
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can be accepted even if neither the consequent is accepted nor the antecedent
rejected. Accordingly, updating with the material conditional can have a dif-
ferent effect to updating with the conditional. As a result, while — obeys the
analogue of the R-rule for D, it does not obey the analogue of the L-rule (see
Figure 2, below).”

3.3 Validity

Consider the property an argument has iff no-one who accepts the premises could
reject the conclusion. We’ll say that an argument is conversationally valid iff it
has this property.

Definition (Conversational Validity).
Biy e O |= ¢ iff for all ¢ and g: ¢+ ([¢:]F N ... 0 [d;]F) I? P

To check whether an argument is conversationally valid, we ask whether updat-
ing with the premises always produces a context which supports the conclusion.
In what follows, we’ll say that ¢;, ..., ¢; are conversationally consistent iff the in-
ference from the premises to L is conversationally invalid. Finally, we’ll say that

Dis ey |= Yir, ..., ;0 iff for every ¢ and g, ¢+ ([[(bz}];’ Nn..N [[¢>J]]3') |= Uity oy P

My intention is not to argue that conversational validity is the only property we
ought to care about in evaluating whether an argument is good. Instead, more
modestly, it is to establish two points. First, that our naive judgements about
vague matters are successfully explained by the hypothesis that they track facts
about conversational validity. And, second, that conversational validity is a
well-behaved model of entailment for vague languages, one which retains many
desirable classical properties. Together, these points establish the coherence of
our naive picture of vagueness.

Even at this intermediate point, we can already see how the framework cap-
tures some of the tolerant behavior of vague predicates. Consider Deductive
Tolerance:!°

Deductive Tolerance F(x;),z; ~ x; l— F(xj)

Deductive Tolerance is a one-shot, inferential version of Tolerance. Its
apparent validity is brought out by the appeal of the so-called ‘forced march’
sorites series (Horgan (1994)). Imagine being presented with each card in the
monochrome series, starting with #1 and proceeding sequentially through the
lighter shades. In each case, you are asked to either classify the card in front of
you as dark or to classify it as not dark. With your restricted range of options,

9 Proof: Observe that F(x;) ): F(z;) and ): T, F(x;). However, F(z;) — T bﬁ F(z;),
since ¢+ [¢ — T]§ =, for all c.

107t is important to distinguish the use of %, ): and % (for all g). % and ): relate formulae.
A # I" denotes the inference from A to I'. A ): I’ says that A # T’ is conversationally valid.
In contrast,)? relates contexts and formulae. It denotes support at g .
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there appears to be no point at which it would be permissible to switch from
classifying cards as dark to classifying them as not dark. This is captured by
our entailment relation.

Fact 4. Deductive Tolerance is conversationally valid.

To see why, observe that if d ~ d’ and c settles d as a positive case, then there
is no extension of ¢ which settles d’ as a negative case. Consider an arbitrary
context ¢ and assignment g, where g(x;) = d and g(z;) = d'. If d % d’, then
updating with z; ~ x; at g will return the empty set (at which everything is
supported). So assume otherwise. Then updating with F(z;) and x; ~ z; will
return the minimal extension of ¢ at which d is settled as a positive case. Call
this ¢/. We know that no extension of ¢’ settles d’ as a negative case. So ¢
supports F(z;) at g.

In addition to validating Deductive Tolerance, our framework validates a
range of other core features of classicality.

LEM | ¢V -¢
LNC [ —(¢A—¢)
MP 6,6 = |1

Above, I suggested that vagueness gives us no reason to think that any of these
features of classicality fail. And, indeed, each is preserved in our framework.

Fact 5. LEM, LNC and MP are conversationally valid.'!

The conversational validity of LEM and LNC guarantees that there is no
admissible context at which they are rejected. It is important to distinguish
this from the claim that they are accepted at every context. In fact, as we
will see, there are some contexts which fail to accept instances of each. In
the following section, I will argue that this is the right prediction. Although a
conversation can never reach a state in which instances of excluded middle or
non-contradiction can be permissibly denied, it can reach a state in which some
instances cannot be endorsed.

Since our framework validates Deductive Tolerance, you might anticipate
that our framework must depart from classicality somewhere or other. And it
does. In our framework, entailment is non-transitive. From the fact that ¢
entails ¢ and v entails y, we cannot conclude that ¢ entails y. More generally,
we allow for failures of Cut, of which transitivity is a special instance.

H Proof: LNC is conversationally valid iff there is no ¢ and g such that ¢ € [Id)]]; and
¢ € [¢ly. This is trivial for z; ~ x;. For F(x;), it is guaranteed by Coherence and
the reflexivity of ~. The proof is completed by induction on the complexity of ¢. LEM
is conversationally valid iff LNC is conversationally valid. Finally, for MP, observe that if
c € [[(;S]];r, then ¢ + [[(15]];r = c¢. Furthermore, if ¢ € [¢p — 1#]];7 then ¢ + [[(;5]];F % . So if

ce[glg Nlo — ¢y, ck=v.
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r'¢,A I, ¢ A
I,I A A

Cut

To see why, observe that F(z;) and z; ~ x; entail F(z;). And F(z;) and
xj ~ x entail F(zy). However, F(z;), x; ~ x;, and x; ~ x, do not entail
F(Ik).u

This is exactly what we should expect. From the fact that, after update with ¢,
1 cannot be rejected and after update with 1, x cannot be rejected, it does not
follow that after update with ¢, x cannot be rejected. To reason this way would
be to ignore the difference between accepting a sentence and being incapable of
rejecting it. There may be contexts at which ¢ cannot be rejected but at which
updating with ¢ nevertheless has a non-trivial effect.

Failures of transitivity are part of our naive picture of vagueness (Ziff (1974);
Machina (1976); Zardini (2008)). Confronted with a forced march sorites, we
are (pre-theoretically) inclined to accept each individual inferential step as valid.
However, we are also (pre-theoretically) inclined to reject the result of concate-
nating these steps. In this way, our naive judgments about which inferences
should be accepted /rejected involve an implicit commitment to the existence of
failures of the transitivity of entailment.

Lofvl-a Lob-a  Tepfa
TopApA T, ¢Vl A
Phea  Thea Llo/w,a
THony,A THove,A
To¢,A r oA ThyA
— 'L oL
r,-¢A T ¢o¢A
L6 A L, ¢l v,A
— TR —DR
T -¢,A Tf=¢ ¢, A

Figure 2: Classical operational rules for sequent calculus.

While our framework departs from classicality, it does so minimally. Specif-
ically, our framework validates each of the classical operational rules of the
sequent calculus (Gentzen (1935a,b), Figure 2); it differs only in giving up the
structural rule of Cut.

12We can see this by returning to Figure 1. At ¢(2,5) and g*, updating with F(z2),
xg ~ 3, and x3 ~ x4 returns c(z 5). And yet ¢z 5) b% F(z4).
) :5) 17,
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Fact 6. The classical operational rules for =, A,V and D, are conversation-
ally valid in Lg.

In giving up Cut, certain other classically valid rules will be invalidated. In
particular, proof by cases is not conversationally valid.

Iovy  Aobx  Mylx
T,A - x

PBC

This should not be surprising. By the classical operational rules, proof by cases
has the transitivity of entailment built in.'® If we want to give up the transitivity
of entailment in order to accommodate judgments about tolerance, we will also
have to give up proof by cases.

4 Tolerance

To evaluate the status of Tolerance and Sharp Cutoffs, we need to extend
our semantics to quantification. Let g[x;] be the set of assignments which differ
from g on at most x;.

Definition (Quantification).
c € Vo] iff Vg’ € glai] : c|7 1)
¢ € [Vaidly iff 39’ € glai] < cffm 6

Va,¢ is accepted (rejected) at ¢ and g iff regardless of what object is assigned to
x;, ¢ is supported (not supported) at ¢. To evaluate the universal generalization
of a sentence, we check whether there is any permissible way the conversation
could develop which would result in accepting a counter-instance. If so, it
is rejected. Otherwise, it is accepted. Similarly, by the duality of V/3, to
evaluate the existential generalization of a sentence, we check whether there
is any permissible way the conversation could develop which would result in
accepting some instance. If so, it is accepted. Otherwise, it is rejected.

It is easy to check that Limits and Continuity are supported at every context.
By the boundaries constraint, there are guaranteed to be positive and negative
cases of the predicate at every context. Similarly, our constraints on the relation
of marginal variance ensure that, for any pair of objects, it is possible to find
a finite series of marginal variants starting with the first and ending with the
second. More notably, every context also supports Tolerance. By the coherence
constraint, there is no way of assigning marginal variants to x; and x; such

13To see why, observe that it implies that if ', ¢ # Y Vp and A, F X, then ', A, ¢ % X-
But, by Vg, we have that if I, ¢ [~ ¢, then T', ¢ [= 9 V 1.
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that after updating with F(z;), there is a possible extension at which F(z;) is
rejected.

Fact 7. Limits, Continuity and Tolerance are conversational validities.

As we have seen, acceptance and support can come apart. Not so for Tolerance,
however. Tolerance is also accepted at every context. More generally, for
closed formulae acceptance and rejection are exhaustive: where ¢ is closed, ¢ is
accepted at c and g iff ¢ is not rejected at cand g. As a result, for closed formulae,
acceptance and support coincide: a closed formula is everywhere supported iff
it is everywhere accepted.'* Recall that a set of sentences is conversationally
consistent iff they do not entail 1. They do not entail L iff there is some context
which accepts each of them. So:

Fact 8. Limits, Continuity and Tolerance are jointly conversationally
consistent.

Turn to Sharp Cutoffs. Sharp Cutoffs is accepted at a context iff there is
some way of assigning marginal variants to z; and x; such that, at some possible
extension, F(z;) is accepted and F'(x;) rejected. Otherwise, it is rejected. Again,
the coherence constraint guarantees that this is never the case. So:

Fact 9. Limits and Continuity do not conversationally imply Sharp Cut-
offs. 15

In fact, we can observe something further. Consider the negation of Sharp
Cutoffs.

No Sharp Cutoffs —3z;3x;(F(z;) A ~F(z;) Axi ~ x;)

Since Sharp Cutoffs is rejected at every context, its negation is accepted at
every context.'® In this way, our framework vindicates the naive judgment that,

14 Proof: The R=L direction follows directly from the fact that, for all ¢, [[d)]]g' N[¢ly = @.
For the L=R direction, observe that there is some admissible context (call it ¢*) such that
for all admissible ¢, ¢* < ¢. By the assumption that, for any g, ¢ is supported at ¢* (and g),
it follows that there is no ¢ (and g) at which ¢ is rejected. So, if every context either accepts
or rejects ¢ (relative to g), then ¢ must be accepted at all ¢ (relative to g).

15 Proof: Consider an arbitrary g and ¢. We’ll show that ¢ ¢ [(F(z;) A=F(z;) Azi ~ z;)] 7.
If g(z;) % g(z;), then trivially ¢ ¢ [z; ~ z;]§. So suppose g(z;) ~ g(z;). By Coherence,
either g(z;) ¢ ¢t or g(z;) ¢ c—. But then, either ¢ ¢ [F(z;)]4 or ¢ ¢ [-F(z;)]4. It follows
that Sharp Cutoffs is rejected at every ¢ and g and (a fortiori) supported at no ¢ and g. So,
since Limits and Continuity are conversationally consistent, they do not conversationally
imply it.

16For the same reason, the material variant of Tolerance, Vz;Vz;(F(x;) A z; ~ ;) D
F(x;), is also both conversationally consistent and valid. Note, however, that while the
conjunction of its instances is also conversationally valid, it is not conversationally consistent.
That is, although A ((F(z;) Ax; ~ x;) D F(x;)) is not rejected at any context, there is

zi,x;E€EV
no context at which it is accepted.
This brings out an important feature of the framework. Universally quantified closed sen-
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not only are we unable to draw a precise line between the positive and negative
cases of a tolerant predicate, we should deny that there is such a line to be
drawn (pace Fine (1975); Williamson (1994); Keefe (2000)).

4.1 At The Margins

Vagueness, on the view we're considering, requires incompleteness. A conversa-
tion cannot (permissibly) reach a state in which each object in a sorites series is
settled as either a positive or a negative case. It can, however, come close. Say
that a context is marginal iff there is some d, d’, and d” such that (i) d &~ d’ and
d ~ d" and (ii) d € ¢ and d” € ¢~. A marginal context is one at which each
object is either a positive case, a negative case, or a marginal variant of both
a positive case and a negative case. Some marginal contexts are admissible (cf.
Kamp (1981, 244)). However, at marginal contexts, the requirements imposed
on us are distinctive.

Fact 10. c¢ is marginal iff there is some g such that: ¢ I? F(z;) and ¢ I?

Marginal contexts can support contraries. To see why, consider again the model
in Figure 1. c(x_1 x41) is both admissible and marginal for 2 < k < 4. Yet no
extension of ¢(,_1 x41) settles the kth element of the series as either a positive
or negative case. So, both F(x)) and —F(xy) will be supported at c¢(x_1 j41)
and g*.

At first glance, this might seem surprising. As we observed above, it is never
permissible both to classify #n as dark and to classify #n as not dark. Shouldn’t
our framework surely rule inadmissible any context at which both claims are
supported?

To see why this worry is misguided, we need to recall the role that support plays
in the framework. A context supports ¢ iff ¢ cannot permissibly be rejected.
And —¢ can permissibly be rejected iff ¢ can permissibly be accepted. The
admissibility of contexts which support contraries, then, simply amounts to
the admissibility of contexts at which there is a sentence which can neither be
accepted nor rejected.

Admitting contexts like this fits well with our opening observations about vague-
ness. We can coherently imagine, for example, that it is permissible to classify
#24 as dark and, simultaneously, to classify #26 as not dark. After doing
so, however, it would be impermissible to classify #25 as dark and, equally,

tences and the conjunction of their instances are mutually entailing. However, their acceptance
conditions can come apart. This reflects the idea that conjunctive claims differ from univer-
sally quantified claims in forcing us to consider specific cases. Accepting a conjunctive claim
requires settling cases in a way that ensures each conjunct is accepted. In contrast, a uni-
versally quantified claim can be accepted without its instances being settled, as long as it is
guaranteed they won’t be rejected.
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impermissible to classify it as not dark. In marginal contexts, refraining from
classifying unsettled cases is our only option.

Marginal contexts also support complex claims involving contraries. Where c is
marginal, there is some g such that both —(F(x;) A—=F(z;)) and F(x;) A—F(x;)
are supported at ¢ and g (cf. Priest (1979); Priest & Routley (1989)).

Fact 11. Where c is marginal, there is some g such that: ¢ |§ F(z;) N—F(x;)
and ¢z ~(F(;) V ~F (z;))

That is, while we are never permitted to reject an instance of LNC, we are
not always required to reject every counter-instance. And, similarly, while we
are never permitted to accept a counter-instance to LEM, we are not always
required to accept every instance.!”

While more contentious, I want to suggest that this is also the right prediction.
After classifying #24 as dark and #26 as not dark, it is odd to insist that #25
either is dark or it isn’t. Since we are not permitted to accepted either disjunct,
we should not accept their disjunction (cf. Tye (1994); Cobreros et al. (2012);
Ripley (2013b))). This reflects the idea that accepting a disjunction requires
settling cases in such a way as to accept some disjunct (even if there is no
disjunct one is required to accept). These considerations equally tell against the
permissibility of accepting the relevant instances of LINC in marginal contexts
(since they have the same acceptance conditions as the relevant instances of
LEM).

Crucially, what matters for validity is not what we are permitted to accept but
what we are required not to reject. And, here, there is a significant asymmetry
between the claim that #n is and isn’t dark and the negation of that claim. In
any non-marginal admissible context, the former can permissibly be rejected.
In contrast, there is no admissible context (marginal or non-marginal) in which
it is permissible to reject the latter. Accordingly, we classify LNC and LEM
as theorems; no matter how a conversation develops, they can never be denied.

Note that our framework is not dialethist. No contradiction is accepted at any
context. Combined with the account of truth and falsity in §5, this guarantees
that there is no context at which we are permitted to accept that a contradic-
tion is true. And, in fact, at every context we are required to accept that every
contradiction is false. Nor is the framework paraconsistent. Every contradiction
is inconsistent (that is, ¢ A —=¢ |= 1). We retain the non-triviality of our logic
by virtue of giving up transitivity. From the fact that some premises entail an
inconsistent claim, it does not follow that the premises are themselves incon-

17Since an existentially quantified sentence is accepted (at a context) iff supported, the
classical introduction rules for existential quantification fail. Where I’ ): F(x;) N ~F(x;),

r # Jz; (F(zi) N—F(z;)). We are always permitted to accept that there is no counterinstance
to LNC, even if we may be faced with instances which we are unable to permissibly reject.
The crucial difference is that accepting the existentially quantified claim does not require us
to settle any impermissible cases, and thus cannot lead us into incoherence.
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sistent. Thus, for instance, while F(z;), ~F(x;),2z; ~ xj, and xp ~ z; imply
F(xg) A —F(x), they do not imply L. Just because accepting some premises
makes it both impermissible to accept ¢ and impermissible to reject ¢, this does
not mean accepting the premises is itself impermissible.

5 Indeterminacy

Finally, to evaluate the status of Bivalence, we need to extend our semantics to
truth and falsity attributions. We’ll take the acceptance and rejection conditions
of claims about truth and falsity to be jointly exhaustive.

Definition (Truth/Falsity).

i ce[T(lf if celelf
ce[T@l, iff céloly

i. celF@ly if celdly
cel[Fol, if c¢loly

T(¢) is accepted at ¢ and g iff ¢ is accepted there; otherwise, it is rejected. F(¢)
is accepted at c and g iff ¢ is rejected there; otherwise, it is rejected. Put another
way, a sentence is accepted as true (false) at exactly those contexts at which it
is accepted (rejected). At contexts in which it is neither accepted nor rejected,
it is rejected as true and rejected as false. As a result, not all instances of
Bivalence are conversationally valid; for some ¢, there exist contexts at which
T(¢) V F(o) is rejected (namely, precisely those at which ¢ is neither accepted
nor rejected).

Adding truth and falsity to our semantics has some important effects. Consider
the property of persistence:

Definition (Persistence).

¢ is persistent iff for all ¢ and g: if ¢ € [¢]} and ¢ < ¢/, then ¢/ ¢ [¢] .

For sentences in L;, acceptance and rejection behave monotonically: once a
sentence is accepted (rejected), the conversation cannot develop into a state in
which it is rejected (accepted). A fortiori, if ¢ € Ly, ¢ is persistent. However,
once truth and falsity are introduced this no longer holds in full generality.

At a context at which ¢ is not accepted, T(¢) will be rejected (and its negation
accepted). Nevertheless, as long as —¢ is not supported at the context, the
context will have an extension at which T(¢) is accepted. Accordingly, —T(¢)
is non-persistent: some contexts at which it is accepted can be extended into
contexts at which it is rejected. The same goes, mutatis mutandis, for —F(¢).

Failures of persistence have significant implications. Updating with a non-
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persistent sentence is not guaranteed to produce a context at which that sen-
tence is supported. Accordingly, we will have failures of Idempotence.

Idempotence T,¢ l— 1)

The lesson is that, if we want to capture what is distinctive about claims of
truth and falsity, we need to change how we think about update. Our existing
update operation only modeled the effect of coming to accept a sentence. How-
ever, where that sentence is non-persistent, coming to accept it is compatible
with permissibly rejecting it at some later point. To preserve Idempotence,
we need to capture the way that update changes not only the present state of a
conversation but also how that conversation can develop in the future. In addi-
tion to ensuring that a sentence is accepted, update should rule impermissible
any later changes to the context which would lead it no longer to be accepted.

5.1 Updating Update

A context space, C, is a set of admissible contexts.'® A context space represents
the states of a conversation which have not been antecedently ruled out. Where
¢ € C and there is no ¢’ € C such that ¢ < ¢, ¢ is a candidate for the present
state of the conversation represented by C'. Where there is more than one such
context, we say that the present state of the conversation is indeterminate.!?

Our new notion of update on context spaces is defined as intersection.
Definition (Update*). CaC'=CnC’

Intuitively, C' @ [¢]} is the result of (i) coming to accept ¢ at the present state
of the conversation and (ii) ruling out any state at which ¢ is not accepted. We
define revised relations of support and entailment for context sets analogously
to our original definitions.?® Where an argument is valid in the revised sense,
we will say it is conversationally valid*.

Definition (Support* & Validity*).

i C’”?gbifffor allce C: c ¢ [4];-
i ¢i,.¢; [F o iff for all Cand g: C @ ([¢s]F N ... N [65]F) [ v

Where ¢ is an admissible context, t¢ = {¢| ¢ < ¢/} is the context space com-
prising every admissible extension of ¢. Tc¢ characterizes a conversation which is
(determinately) in the state characterized by ¢ and at which no admissible way

18The move to considering sets of contexts, rather than contexts, as the primary objects
of update relevant for entailment is familiar from, e.g., Beaver (2001); Willer (2013); Krifka
(2014); Cohen & Krifka (2014) and as well as from inquisitive treatments of disjunction (Cia-
rdelli et al. (2018)).

19A determinate context can become indeterminate in a number of ways, e.g., as a result
of update with a disjunction or an existentially quantified claim.

20Derivatively, were C is a set of context spaces, C® C’ = {C ® C’| C € C} and C H? ¢ iff

forallCE(C:C)?¢.

21



the conversation could develop is ruled out. There are some nice relationships
between our old and new frameworks over such context spaces.

Observation 1(c+ [¢]) = (Tc) @ [o] (for persistent ¢)

Observation c I? ¢ iff 1c ”? 1) (for persistent ¢)

Over an important class of context spaces, our new notions of update and
support behave in the same way for persistent sentences as our old ones did.
Updating™ the admissible extensions of a context with [[qb]]}‘ returns all and only
those contexts which are admissible extensions of the result of updating the
context with [[gi)]];]". Similarly, the admissible extensions of a context support* ¢
iff the context supports ¢. From these observations, it follows that the old and
new relations of entailment coincide over the language free of T and F.

Fact 12. ¢i....¢; = iff ¢i.. 05 [F ¥ (for i, ..o, 1) € Ly)*"

Fact 12 is reassuring. It tells us that our new framework preserves the results of
the previous sections. Note, however, that unlike in our old framework, Idem-
potence holds even for the non-persistent fragment of the language. Since @
is intersective, after update® with ¢, a context space is guaranteed to include
only contexts at which ¢ is accepted. Since no context both accepts and rejects
¢, it follows that the result of updating® with ¢ is guaranteed to support™ ¢ in
the new framework.

Finally, observe that the framework resolves the puzzle to do with indeterminacy
which we started with. The acceptance conditions for ¢ and T(¢) coincide, and,
likewise, for —¢ and F(¢). As a result, updating® a context space with one
member of either pair is guaranteed to result in a set of contexts which accept
(and, a fortiori, do not reject) the other. So, Transparency and Polarity are
both supported* at every context space.

While no context rejects both ¢ and —¢, there are contexts at which T(¢) and
F(¢) are both rejected. Accordingly, Bivalence is not supported® at every
context space.

Fact 13. Transparency and Polarity are conversationally valid*.
Bivalence is conversationally invalid*.

21 Proof: for the R=L direction, suppose that ¢, ..., on # 1. So there is some ¢ such that
e+ ([¢ild N 1) bg& 1. Tt follows, by our second observation, that 1(c + ([¢:]§ N ... N
lo;11) H?g& . But we know, from our first observation, that t(c+ ([¢:]4 N...0[¢;]1) = 1(c) @
([¢:i]d N...n[#;]1) So, since we have a counter-instance, we can conclude that ¢, ..., ¢; H# .
To complete the proof, we simply contrapose.

For the L=R direction, suppose that ¢;,...,¢; H# 1. Let C be a context space such that
C @ ([p:]d N0 [51T) H?? %. There must therefore be some ¢ € C' @ ([¢:]4 N ... N [¢;]T)
such that ¢ € [1#]; . However, by the definition of @, we know that ¢+ [¢;]§ N...N [¢;]T = c.

So, since we have a counterinstance, we can conclude that ¢;, ..., ¢; bﬁ 1. Again, to complete
the proof, we simply contrapose.
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Since Transparency and Polarity are everywhere accepted, update® with ei-
ther has no effect on the context space. So, it follows immediately from Fact
13 that:

Fact 14. Transparency and Polarity do not conversationally imply* Bi-
valence.

Within a classical setting, Bivalence follows from LEM and the disquotational
picture of truth and falsity via proof by cases. Our framework invalidates proof
by cases. This is because, as we saw, proof by cases has the transitivity of
entailment built in. There is no conversation in which it is permissible to reject
that either #n is dark or it isn’t. And, in any conversation, after coming to
accept that #n is (not) dark, it is impermissible to reject that it is true (false)
that #n is dark. However, we cannot conclude that there is no conversation at
which it is permissible to reject that it is either true that #n is dark or false
that #n is dark. To do so would be to conflate accepting a claim with being
incapable of rejecting it.

6 Comparisons

The framework we have been considering has features in common with a number
of previous accounts of vagueness. There is considerable overlap with both dy-
namic theories (Kamp (1981); Pinkal (1983); Ballweg (1983); Eikmeyer & Rieser
(1983); Kyburg & Morreau (2000); Barker (2002, 2003)) and non-transitive the-
ories (Zardini (2008); van Rooij (2010); Cobreros et al. (2012, 2015, forthcom-
ing)).?2 In this section, I'll explore these comparisons in more detail, focusing
in particular on the dynamic theory of Kamp (1981) and the non-transitive
theories K¢ of Zardini (2008) and ST of Cobreros et al. (2012).

6.1 Dynamic Theories: Kamp (1981)

Dynamic approaches to vagueness assign a central role to the operation of up-
dating on contexts. Among dynamic approaches, our framework has most in
common with that of Kamp (1981). Informally, both appeal to a similar philo-
sophical picture of vagueness. Like Kamp, our framework attempts to account
for the way using vague expressions can settle previously unsettled cases. Both
also draw on a similar methodological toolkit. Like Kamp, our framework em-
ploys a bilateral semantics, a restriction to coherent contexts and an entailment
relation defined in terms of monotonic update. A signature feature of Kamp
(1981) is validating Deductive Tolerance. And his framework achieves this
while also retaining MP.23

However, there are also significant points of difference between the two frame-

22Cf. Beall (2014) for a related non-transitive treatment of the conditional.
23Note that the closely related rule, that if I' F ¢ and T/ F ¢ — 1, then I', TV ): ) fails in
Kamp’s framework as it does in ours.
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works. Kamp does not validate Tolerance. While each of its instances is valid,
their universal generalization is not. In fact, not only is Tolerance invalid, it
is inconsistent with Limits and Continuity. At any context at which the lat-
ter are accepted, the former with be rejected. Accordingly, Kamp’s framework
offers us no help in resolving our first puzzle to do with tolerance.

Second, both LNC and LEM are invalid for Kamp. As Kamp (2013) estab-
lishes, unless the class of models is unreasonably restricted, the logic of the
framework can be no stronger than Strong Kleene (a.k.a. Kj). Since neither
non-contradiction nor excluded middle is valid in the latter, neither will be valid
in the former.

Most significantly, Kamp’s framework fails to determine a unique consequence
relation. Extensions are defined relative to a syntactic inference relation. Differ-
ent choices of inference relation will give rise to different relations of semantic
consequence. A key desideratum is that the consequence relation coincides with
the inference relation that determines it. However, there are multiple such can-
didates. And, as Kamp observes, it is not obvious whether any of them provide
a plausible logic of vagueness. Thus, the present framework also differs from
Kamp in making concrete predictions about what inferences are valid.

6.2 Non-Transitive Theories: Zardini (2008) and Cobreros
et al. (2012)

Non-transitive approaches to vagueness deny that valid arguments can be freely
concatenated. An argument that results from stringing together a series of valid
sub-arguments need not be valid itself. Among non-transitive theories, the two
most developed are those of Zardini (2008) and Cobreros et al. (2012).

In both, as in our framework, transitivity fails for the same reason: entailment
is defined in an asymmetric fashion. In evaluating whether an argument is valid,
the standard to which the premises are held is strictly higher than the standard
to which the conclusion is held. And clearly, from the fact that wherever one
claim meets the higher standard, a second meets the lower, and wherever the
second meets the higher, a third meets the lower, we cannot conclude that
wherever the first meets the higher, the third meets the lower.2*

Both Zardini and Cobreros et al. validate Deductive Tolerance and MP.
They also validate the L/R rules of the sequent calculus for the propositional
fragment of the language. Differences emerge, however, in the treatment of
quantification.

Zardini focuses exclusively on a propositional language, and so doesn’t consider
the puzzles involving quantified sentences in §2. Cobreros et al. do consider
a quantified language, and, as in our framework, classify Tolerance and No

24This is familiar from other areas. For instance, Strawson entailment in three-valued
systems fails to be transitive for the same reason (Smiley (1967); Cariani & Goldstein (2018);
Goldstein (2019)).
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Sharp Cutoffs as valid. Crucially, however, their framework does not resolve
either of the puzzles to do with tolerance with which we started. Limits, Con-
tinuity and Tolerance remain inconsistent. And, likewise, Limits and Conti-
nuity continue to imply Sharp Cutoffs. This is, on its face, a significant defect
of the theory. Whatever positive status it accords Tolerance is also accorded
to the claim that there is a sharp boundary dividing the positive and negative
cases. Yet, as we observed above, it is part of the naive picture of vagueness
that the latter should be rejected, whereas the former should be accepted. If it
is to vindicate the naive picture, a theory needs to be capable of explaining our
judgments about which sentences are assertable and which are not. Insofar as it
affords Tolerance and Sharp Cutoffs the same status, the theory in Cobreros
et al. (2012) fails to do so.

Finally, like Kamp, neither Zardini nor Cobreros et al. extends their non-
transitive approach to the tension between the disquotational picture of truth
and apparent failures of Bivalence.

7 Conclusion

The primary aim of this paper has been to show that our naive picture of
vagueness can be captured within a coherent and easily interpreted framework.
Failures of transitivity are built into this naive picture. Combining observations
about acceptance and rejection with a familiar way of understanding entailment
puts us in a position to explain how such failures arise.

Here is the main refrain, one more time: an argument is judged valid iff no-one
who accepts its premises could reject its conclusion. In cases of precision, it is
plausible that a sentence must be accepted iff it may not be rejected. When
it comes to vague matters, however, things are more complex; what we are
not permitted to reject and what we are required to accept can come apart.
adopting a framework which reflects this, we can both capture the failures of
transitivity which form part of our naive picture, and, simultaneously, resolve
classic puzzles to do with tolerance and indeterminacy.
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